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SPECTRAL ANALYSIS OF TIHE SERIES 

NILU are in the possession of long time series of measurements 

f.i. concentrations of sulphur dioxids and sulphate in aero- 

sols from Birkenes and Bear Island, and it is possible to 

investigate the more complicated structures in the data. In 

the following text we shall restrict ourselves to the search 

for the periodicity. 

THE PERIODICITY 

The problems concerning the periodicity are easily understood 

when one recalls the wave theory from physics. 

Periodicity in a given data sequence can be investigated by 

performing a spectral analysis of the data. It is usually used 

for the analysis of stationary time series, but, as shown in 

Andel [1] or Granger~ Hatanaka [2], the same methods can be 

applied also when the stationarity is not granted. 

The real periodic time series is modelled through 

Z(tl=a + 
0 

r 
[ 

i=1 
I 1 I 

t: ••• I -1, 0, 1, ••• 

where a represents the mean value of the 
0 

are the amplitudes of the cosine respective 

series, a. and b. 
l. l. 

sine component of 

the wave in the frequency w., i=1, ... ,r. r is the number of 
l. 

cycles present in the spectrum of {Zt}, and {Xt} is some un- 

known stationary series. The least square estimates of the co 

efficients in (1) are given by 
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A a0 = Z, ,A 2 
ai= N 

N 
[ Ztsinwit, 
t = 1 

i= 1, ... ,r, N denotes the length of the series. 

The relation (1) can be rewritten for the real series as 

Zt = 
r 
[ 

i=1 
( 2) 

We shall assume that both the {Zt} and the {Xt} are real 

series, and that xt is normally distributed with zero mean 

variance 2 t = ... , - 1 , 0, 1 ' ... However, {Zt} need and a > 0 for 

not be stationary, and therefore its special density 

function 

need 

provides 

quency band. Its 

sent in the 

not 

value is 

be defined. 

a description of the strength of each fre- 

spectrum of 

zero for all 

The spectral density 

frequencies not pre- 

a given series, and it is nonzero 

otherwise, with largest values in the most important frequency 

bands. 

Under certain assumptions about the form of 

we may introduce another function b(A), which will serve as an 

counterpart of 

shall consider A from the interval <O,rr>. We 

both b(A) and f(A) as spectral densities. 

compute an estimate of a 

shall use 

Parzen's 

relation 

two 

= 

the 

of them, 

21rN 

spectral density 

t~1 

spectral density 

namely, 

-itA 
e 

the 

for 

non-stationarity 

the 

function 

purposes of 

investigating the periodicity. Since {Zt} is a real series, we 

shall 

When investigating the periodicity of {Zt}, we shall 

composed 

refer 

actually 

of the 

spectral density of {Xt} and of the periodic component. 

to 

There 

are several estimators of the spectral density available, we 

periodogram and the 

estimator. The periodogram IN(A) is defined by the 
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For the real series this relation can be rewritten as 

N-1 
IN(.>d = (C + 2 r Ckcos(kÅ)), O<M1r 

2tr 0 k=1 

where 

1 N-k 
Ck = r xtxt+k ' k = 0, ... , N-1. N t=1 

If the model (2) holds, then for large N the value of the 

periodogram in the points (or in the frequencies) >.. 1' ... ' 'Ar 
will be large, while it will be considerably smaller in other 

frequencies. The periodogram can be used for a test of the 

following hypothesis (cf. Hannan [3], Vl1§6). Let us suppose 

that there is only one frequency w present in the spectrum 

of {Zt}. Then the relation (2) will stand as 

Z = a + a cos(wt + ♦I 
t o 1 

+ X ' 
t 

21T s 
Ås = -N- s = 1, ... , m, 

t = 1, ... , N. 

We want to test the hypothesis that a1=o, that is, that there 

is no periodicity present in the considered time series and 

the Zt is normally distributed with zero mean and variance 
2 

o >0, t=1, ... ,N. Let us consider the values of the periodogram 

in the points 

m = N-1 
2 

(we can always remove one observation to obtain Nodd). Let us 

arrange the values IN(>-.1), ... ,IN('Am) in descending order of 

magnitude, let v1 denote the largest value, 

smallest one. Let 

etc., V the m 
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If v
1 

is much larger then the sum of all values, 

tend to 1, otherwise, 

values of W close to 1 will indicate a possible departure from 

the hypothesis. It can be shown (cf. Andel [1],VII§3) that for 

a large n the distribution of Wunder the null hypothesis can 

be approximated in a following manner: for all z < 0 

z+ln m -z 
lim P(WI > --- = 1 - exp(-e ). 
m-+oo m 

We may extent this procedure to the case where there are more 

than one frequency present in the spectrum of 

was shown to be significant, we may omit this 

and compute 

W ( 11 = 
V +V + •• +V 
2 3 m 

and again use the approximation (3) for the distribution of 

w<11, with m-1 instead of m (cf. Andel [1], Whittle [4]1. If 

v
2 

shows to be significant, we may repeat this procedure as 

long as necessary. But we should notice, that a test carried 

out in this way, is only approximate: 

1. the null hypothesis is an ideal one and may not be in 
accordance with the type of the data, 

2. when repeating the test procedure we accumulate several 
non-simultaneous test, and therefore the significance 
level is barely proximate, 

3. repeating of the test procedure also violates the power 
of the test. 

As an estimator of spectral density the periodogram has some 

disadvantages, e.g., its variance is 

large sample size. 

W will tend to 1/m. 

then W will 

Therefore, the 

( 3 I 

{Z }. 
t 

largest 

When V 
1 

value 

not decreasing for a 

Therefore we often use other estimators. 

The most widely used is one of the trimmed estimators the 

Parzen's estimator (cf. Granger & Hatanaka [2], Hannan [3]). 

Its length is recommended to be between N/5 and N/6. We have 

used this estimator in the programme SPEDENCOR (user MOLDAN). 
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THE DEMODULATION 

The demodulation process 

[2], chapter 10. 

is described in Granger & Hatanaka 

Let us suppose that our process is not stationary in such way 

can be represented as 

r 

zt = a
0 

+ r ai(t) cos(wit + ♦i(t)) + Xt, 

i=1 

ris number of the frequencies present in the spectrum, 

t = 1 , ••• , N, 

where a. (t) and♦. (t) respectively 
l. l. 

tude phase of the 

quencies 

are affecting the ampli- 

wave in the frequency w .. An estimate of 
l. 

these changes can be obtained by using the demodulation pro 

cess. The first step is a multiplication of the series {Zt} by 

a special function. Then in the second step we use a low-pass 

filter, that is, a filter which cuts off all but the fre- 

near zero. The quality of demodulation depends of 

course upon the filter used. To carry out a demodulation on 

the frequency w, 6<w<ff-6, 6 being the lowest frequency not cut 

off by the filter, we generate the new series {Pt} 

such that 

Pt= Ztcoswt 

Qt= Ztsinwt, 

and apply a 

the band 

and {St} 

filter F, which leaves only the frequencies in 

<0,6>, 

such that 

and 

t = 1, ... , N, 

on {Pt} and {Qt}. We obtain the series {Rt} 

Rt= F(Pt) 

St= F(Qt) t = k+1,k+2, ... ,N-k, k denotes the length of the 

filter F. 
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Then an estimator of the amplitude of the frequency w at time 
. 2 2 1/2 twill be the function 2(Rt + St) and an estimator of the 

phase at timet will be the function p(t) satisfying the re 

lation tan(p(t)) = S(t)/R(tl. 

The choice of the filter is important in order to obtain 

reasonable results. We should like to use a filter as narrow 

as possible to have 6 very close to zero, since we demodulate 

the whole band of frequencies (w+6, w-6).The construction of 

the filter requires many observations, and this might be cri- 

tical, since we are not always in abundance of data. Also, it 

is recommended in literature to use two successive filters, 

i.e. first to apply a filter F1 on the whole series and then 

on the new (and shorter) series to apply a filter F2. This 

procedure should diminish the leakage problems, i.e., a leak 

of a strong frequency into its surroundings and its multiples. 

PROGRAMMES 

There are the following programmes available on the volume 

RAIN (user MOLDAN): 

- SPEDENCOR to carry out a spectral analysis of the data 

- DEMOD to provide a demodulation on a given frequency w 

- ESTPER to estimate the coefficients of any particular 

frequency. 

All the three programmes are based on the theory described 

above. 

SPEDENCOR uses a straightforward algorithm to calculate the 

values of the periodograms in the points 

Å s = s 
2uN ' s = 1, ... ,m, m = N-1 

2 
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according to the relation (2), and the Parzen's estimator of 

the spectral density is of length 366. Its length should be 

between N/5 and N/6. To meet this consideration the variable 

MM (the length of Parzen's estimator) in the DATA statement is 

to be changed. 

The test of significance of the 35 largest values of the 

periodogram, as described above, is included. 

When the programme fails because of large amounts of data, the 

part calculating the periodogram can be omitted, or a double 

precision could be introduced for all variables. This will, 

however, cause a very long execution time. There exist better 

algorithms for this, for example the Fast Fourier Transform. 

To use (MOLDAN) SPEDENCOR, the format statement 630 should be 

changed. The programme reads one sample a time into a vector, 

and then selects only the wanted item from the vector. It is 

indicated by the answer to "variable number". Also, the 

dimension of the variable VAL should be altered, accordingly. 

All arrays begin at index 1. SPEDENCOR can be used for data 

sets up to 2100 data points, if more is necessary, follow the 

instructions above. 

Programme (MOLDAN)DEMOD 

which is suitable for 

samples. For them the 

filter can be used for 

uses one filter of the length 200, 

the data consisting of about 2000 

6 equals roughly .03, so that this 

demodulation of waves in the fre- 

quencies w from the interval ( .03,rr-.03). 

To use DEMOO the names of input (UNIT=2) and output (UNIT=3) 

files should be altered, 

the value of variable 

frequency. 

Programme (MOLDAN)ESTPER 

of the coefficients in 

as well as the input format 300 and 

OM, which specifies the required 

computes the least square estimates 

equation (1) after the formulas 

described below (1). To use ESTPER, the dimensions of the data 

arrays should be altered, the names of the input (UNIT=2) and 

output (UNIT=3) files, and also the DATA statements LA (the 

required frequencies) and NLA (number of the required 
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frequencies). The input format 10 should be rewritten. 

The programmes DEMOD and ESTPER may be used for prewhitening 

or recolouring the spectra, as well as for a reconstruction of 

the particular waves or their linear combinations. 

SOME RESULTS 

The programmes described above were used on the time series of 

S0
2 

and so
4 

in aerosol from Bear Island (26.7.1977-28.2.1983) 

and Birkenes (1.1.1977-30.12.1983). First, all available data 

were 

2555 

analysed, but the 

data points, appeared to be beyond the power of SPEDEN- 

COR. Therefore, and also for the sake of comparability of the 

results, the 

series from Birkenes, 

time interval available at Bear Island was also 

used for Birkenes. To obtain the values of the periodogram in 

the frequencies corresponding to the annual periodicity, only 

5 years (1825 data points with the 29.2.1980 

measurements are less exact than the so
4 

larger 

consisting of 

for so
4 

and so
2 

from Birkenes and Bear 

here. 

Several frequencies appear 

sults of the decomposition 

ones, 

Island 

omitted) 

which 

are 

were 

analysed from Bear Island. As the series for so
2 

measurements 

are similar to so
4 

with respect to periodicity, only the 

results of so
4 

analysis are presented in the tables. Also, so2 
causes 

values of the spectral density. The spectral densities 

presented 

In the interpretation of the results of the spectral decompo 

sition there are several crucial points we should be aware of. 

strongly in the spectrum without 

any meaningful interpretation, only because they are multiples 

of some other strong frequency, observable by the means of the 

periodogram or not. This is visible in Table 2, where the re- 

of the series of so4 from Bear 

Island are listed and grouped with respect to the exact mul- 

tiplicity, that is, in one group there are all significantly 

high multiples of one frequency listed. 
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When the {X } is not a periodical series described by ( 1 ) . 
s 

there may be some -frequencies present in the spectrum o-f the 

{Z } which are due to the -form o f {X } . That is because there 
s s 

is always at least one -frequency present in the spectrum o f 

most of the aperiodical models, (e.g. ARMA). The frequency 

band depends on the coe-fficients o-f the model considered. 

Since the results of the significance test are not exact, only 

the ranks o-f the largest values of the periodogram are given. 

However, 

strongest 

the tests seem to indicate that even the 20th 

-frequency is signi-ficantly stronger than the 

remaining ones on the signi-ficance level at least 10l. 

THE FILES CONTAINING SOME OF THE RESULTS 

On the volume RAIN (user MOLDAN): 

S02BEAR:SYMB 

S04BEAR:SYMB 

S02BIRK:SYMB 

S04BIRK:SYMB 

The results o-f the spectral analysis -from 

the period July 27, 1977 - Feb. 28, 1983. 

DS04:SYMB - The periodogram of the S04 Bear Island data 

obtained by using double precision arithmetics. 

MM2:SYMB - The periodogram o-f the precipitation amount -from 

Bear Island (the same period), all days included. 

On user MOLDAN: 

BIRMOD:SYMB 

BRMOO:SYMB 

Demodulation o-f the so
4 

Birkenes series on two 

frequencies 

S02DENSPLOT:SYMB 

BEARS020ENS:SYMB 

S04DENSPLOT:SYMB 

BEARS040ENS:SYMB 

Files -for FILESHOW, they contain the 

plots of the spectral densities from 

Birkenes and Bear Isl. 
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IVER:SYMB 

IVOUT:SYMB 

Ny Ålesund series of SO 
2 

missing data are 

substituted by zeros 

- Spectral analysis of the data from IVER 

NYAALOENS:SYMB - File containing the plot of spectral density 

from IVER, to use with FILESHOW. 
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Table 1: Spectral analysis of the SO July 26, 1977 - Feb. 28, 1983. 
4 

Bear Island Birkenes 

Rank Period Time (days) Time (days) Period 

1 . 0185 340.5 408.6 .0154 
2 .0154 408.6 185.7 .0338 
3 .0400 157.2 40.9 .1538 
4 .0031 2043.0 19. 3 .3260 
5 .0215 291. 9 18.9 .3321 
6 .3260 19. 3 16. 6 .3783 
1 .0707 88.8 340.5 .0185 
8 .0953 65.9 2043.0 .0031 
9 .0338 185.7 60.0 .1047 

10 .0554 113. 5 20.0 .3137 
11 . 1445 43.5 136.2 .0461 
12 .0369 170. 3 33.5 .1876 
13 .3137 20.0 12.2 .5136 
14 .1538 40.9 37. 1 .1692 
15 .0492 127.7 145. 8 .0431 
16 .3629 17. 3 681. 0 .0092 
17 . 1384 45.4 16. 2 .3875 
18 .6820 9.6 255.4 .0246 
19 .1076 58.4 170. 3 .0369 

Table 2: Bear Island - Analysis of 5 years of so4 in aerosol. 
February 1978-February 1983 (29.2.1980 removed) - 1825 analyses. 
The rank of the value of the periodogram is given in brackets. 
Time in days. 

Groups: 

365.0(1) 182.5(2) 45.6(15 

365.0(1) 121.7(5) 17. 4 ( 9) 

365.0(1) {38.8(8)}* 19. 2 ( 6) {9.6(24)}* 

152.1(7) 86. 9 ( 3) 65.2(10) 43.5(13) 10.9(16) 

Single frequencies: 

1825 ( 5) 
38.8(8)* 
18.6(11) 
41.5(12) 

114.1(14) 
45.6(15) 

*These frequencies are not exact multiples, but very near ones. 
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C nEMOO - PROGRAM FOR DE"nnULATION OF PF.Rinorc PROCES~ nN THE FREQ. OMEGA 
REAL X(22~C),Y(2200),R(?20Q),S(223J),~AMA(~2n□),1E 

C X •• INPUT FILE ,GAr1tlA •• THE C0'1PUTED V.ALLlE nF THE P,MCF.SS 
C Y •• nn r eu r FILE 
C n.s.x.Y •• Tn SAVE THE SPACE.~E on ~nr STORF. THE ORit;tNAL VALUES AND THE 
C FIELDS ARE f!EIIRITTE'l Pl THE COIIRSE OF THE r.0'1PtlTATI'lM. I.IHF.'I THE SECOll'l 
C FILTE~ IS r:lCLlJDED rnr o Ct)'~PUTATIOi1s. THE I-IAMES OF nUTPUT ARAYS SHOULD 
C ~E ALSO ALTERED. 
C O'l •• VALUE l)F THE 110DELLEr> F~!:QUENCY, ME •• MEA'-1 

DATA n'1/.325/ 
DATA PI/3.141552,,,535~/ 
OPE~ (2,FILE='BIRKJE'1') 
()t'E/1( 3, FILE=' BRMno•) 
'lE=OO.O 
I=1 

100 qEA0(2,300,EN0=200) X(I) 
ME=ME+XC I) 
I=I+1 
s o r o 1 oo 

200 ME=ME/I 
N=I 
\.IRITE(3,•) 'MEAM' ,ME,' •I.OBS;', II,' MO!>EL.FllEQ.' ,OM 
DO 207 I=1,N 
R ( I ) = ( X ( I )-!-1 E) * ~ PH n "l * I) 
S( I)=( X( I>-ME)•CnS( O'l•I) 

287 CONTINIIE 
C THIS LEMt;TH ()f THE FILTER IS SUITABLE FOR LARt;E O~TA" SETSCF.EX. 2000) 
C FILETR 1 

00 2J2 J:200,N-200 
Y(J)=C. 
X(J)=O. 
on 201 1=1,400 

Y( J)=YC J)+RC J-200+1>1400 
X(J)~X(J)+S(J-200+I)/400 

201 CONTINUE 
202 CnNTINUE 
C FILTER 2 
C on ?03 J=S,N-5 
C RCJ)=O. 
C SCJ>=O. 
C DO 204 K=1,S 
C R(J)=RCJ)+Y(J-3+K)/5 
C S( J)=S( J)+X( J-3+K)/5 
C 204 CONTINUE 
C 203 CONTINUE 
C 
t BE AWARE THAT THE RTANS~ORM IS NOT EXACTlY ARCTANGENS (PI-SHIFT). 

WRITE( 3,221) 
on 220 I=200,r+-200 
RC I>=2•SQRT( XC I>*XC I)+Y( I>•YC I)) 
IF(XC I)•YC I).LE.0.) '.i( r>=ATAN(-X( I>IYC I))-PI 
If(Y( IJ..X( r>-.GE.O.) se I)=ATAN(-X( I)/Y( I)) 
GAMA(I)=2•CYCI)•SINCOM•l)+XCI)•COS(OM•I)) 
WRITEC3,222) I,R( I),S( I),GAMACI),I 

220 CONTINUE 
221 FORMAT(3X,'T',8X,' A(T)',10X,'B(T)',6X,'AA'1A(T)',) 
222 FORMAT( Il,,3F12.4,I4.0) 
300 f'lRMATC80X,/,50X,F10.3,30.X) 

CLOS EC UNIT=2) 
CLOSE( UNIT-=3) 
EUD 
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C ESTPER -.PROG~AM FOR E~TI~,TIHG PARA~ETERS OF PERIODIS PROCES 
REAL X(365l,A(10l,B(1Jl,LA(10l,Y 

C x ••• DATA .~R:tAY,A •• COEFS AT TIIF. CO!:~d •• r.OEFS AT THF. ,;i" rn THE EXPRESSION 
C Z(t l=Sll•tA(Ai*COS(U,i l+ Bi•SI,'HLAi ll; :tEA'I IS SU~T!lACTED F!'!OM Z(t>. 
C i IS tu o s x 
C LA i = LAC Il ARE REQIIIr.F.!\ FREQU!:MCIE!> AS SPF.CIFIEO I"I DATA STATEM':llT. 
C un rr 2 •• I'IPUT DATA, IJllIT 3 •• :'JUTPUT DATA; 'iLA IS NUMBER llF RE~IIIRF.D FRllS. 
C F/\R"UT STATE:tEtH IS LABl:LEll 100. 

llPE"1(2,FILE='SUMA'l 
OPE11(3,FILE='TEOR') 
DATA LA/.017l1,.03443,.05164,.32707,;36150,.13771,.34428,.15403, 

··"5414,.1803~/ 
DATA NLA/10/ 
ME=O.O 
t=O 

50 REA0(2,10~EMD=100) Y 
I=I+1 
X ( I) =Y 
ME=ME+Y 
GOTO 50 

100 ll=I 
ME=ME/N 
on 140 J=1,NLA 
BCNLAJ=O.O 

140 ACMLAl=O.O 
D0150I=1,N 
DO 1 55 J =1 ,"iLA 
A( Jl=AC JJ+COS( I•.LAC J »*( XC I>-:'1El 
B ( J) =B ( J) +S me I •LA( J ).)* ( X( I)-ME) 

155 CONTINUE 
150 C(HITINIJE 

WRITE(3,*) 1 KOEFS OF THE FUNCTION SUMA(A(K)*COSCT•LAMBOA(K)l + 
• A(KlCSPICT•LAMRDA(K)) 1 

WRITE(3,*l'LAMBDAS'.LA 
WRITEC3,•l' ACK) B(K)' 
D•J 1'i0 J=1,NLA 
R(Jl=2•BCJ)/N 

AC J) =2*A( J)/N 
WRITE(3,*) A(J),B(J) 

160 CONTINUE 
WRITEC3,•J 
WRITEC3.•l 'ESTIMATE OF THE OBSERVED VALUES' 
DO 170 J:1,N 
Z=O.O 
DO 175 K=1,NLA 
Z=Z+A(Kl*COS( J•LA(K))+S(Kl•SIN( J*LA( K» 

1 7 5 Com I "'l rE 
WRITE( 3,500) Z+ME 

170 CONTINUE 
500 FOR~AT(F10.4) 
10 FllRMAT(F10.3) 

CLIJSE(UNIT=2) 
CLOSE(UNIT=3) 

C 
C 

E UD 
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